Fixation durations In first pass reading
reflect uncertainty about word identity
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What kind of input does the Previously...

Ehrlich and Rayner (1981): When reading a misspelled

language processor receive? o raagers e S8 ity 8o hane s Tasepging
Pg(atetfr?gtrig?nrgiir%ally shorter times, and are less likely to
por .

Noise is an inevitable component of sensory systems and biological computation generally. Yet
many psycholinguistic theories assume that the identity of the words to be processed is known Connine, Blasko, and Hall (1991): Listeners are willing

: 3 to revise their identification of perceptually ambiguous
exactly. Is this true: phonetic material in light of disambiguating material
Option 1: Ambiguity about Option 2: Ambiguity about that follows within a short period.
word identity Is resolved early word identity Is preserved Norris (2006): Argues that the reason high
and quickly, before deeper and propagated by the neighborhood density speeds lexical decision but slows
linguistic processing occurs. processing system. naming is that lexical decision does not require
p Preg; unambiguous word identification, but naming does.
"dicts \&ts Processing cannot be
= High-level linguistic properties sffected b d or t Levy, Bicknell, Slattery, and Rayner (2009): Difficulty
of WOI‘dS - like surprlsal can : )y WOrd properties with locally coherent sentences is reduced by
affect processing directly. like surprisal per se, because eliminating neighbors that otherwise introduce parsing
the word itself is unknown. ambiguity.

But if surprisal doesn't affect processing, what does? Levy (tomorrow, poster 2.38): Readers boggle at
We define a new quantity, average neighborhood surprisal, and show that it explains fixation garden paths that aren't there.

times better than raw surprisal. Readers look longer at words with high surprisal neighbors, and
look shorter at words with low surprisal neighbors.

This poster: a general approach to accounting for
uncertain input in models of word effects.

Model: math

Bayesian model of word recognition under visual uncertainty

Model: intuition
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a : faster than (frc()jm norming studies: Engel,)Dougherty, P(input [letter) = - o crrer lINPUBPnput)
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e, > Hypothesized letter
5 ‘ : Surprisal =10 Standard
We predict that reading times will Raw surpisal = RS; = — log P(word; | context)
Average Be dbrlven not by rawhks)ur}?]rls?jl (RS), ANS = E/(RS) ZRS p(word; |input, context)
ut by average nei orhoo = EilRoi) = F{word;|input, contex
Neighborhood = E(Surprisal) =1 x 0.95+ 10 x 0.05=1.45 surprisal (ANS). 0 DR A\

Calculated by the

Surprisal Bayesian model

Results Does context really matter?

Test a variant of ANS: for top-down prior, use simple
word freqguency instead of context-sensitive prior.

Method: Regressed fixations from the Dundee corpus against RS and ANS, with frequency and P(seen|context) — P(seen)
word length as control variables. RS and top-down prior estimated with Kneser-Ney smoothed

BNC trigrams. Free parameter g fit simultaneously by maximum likelihood. Context-sensitive ANS remains significant:
FII‘St flxa tIOI’)S Mean letter naming accuracy: 66% — People really do marginalize over this complex prior.

—1.3 / — ANS and RS highly correlated: R¢ = 0.96

q =
ANS: t(182155) =4.164,p < 0.001 ——___ But ANs <til V :
guously
RS: t(182155) = 0.489, 1.5, beats RS But, a mystery remains...
SeCOnd ﬁxa tiOnS ) IeSsism\illiztrJglvr?c;?s”erssf:lcf”ci%tsr;cc):t)er;d V ﬁ]aankg%r]iges;?nveerarggigﬁiognhborhood X" for any psycholinguistic property X, and

q=2.9- fixations, as we would expect P | 7
ANS: t(420 10) — 4.209 < 0.001 (noise = %). We tried frequency. Regression preferred raw frequency.

, ' L P ' | o Average neighborhood frequency with g = 0 does 7 =
RS: t(42010)=-1.847, p=0.006 RS marginally significant, account for some additional variance, but our theory

but going the wrong way

cannot explain such a small q. ]
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